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a b s t r a c t

Heat transfer and laminar fluid flow in an array of parallel microchannels etched on a silicon substrate
with water as the circulating fluid was studied numerically. The fluid region consisted of a microchannel
with a hydraulic diameter of 85.6 lm and aspect ratios ranging from 0.10 to 1.0. A constant heat flux of
90 W/cm2 was applied to the y = H face of the computational domain, which simulates thermal energy
generation from an integrated circuit. Generalized transport equations were discretized and solved in
three dimensions for velocities, pressure, and temperature. The SIMPLE algorithm [S.V. Patankar, Numer-
ical Heat Transfer and Fluid Flow, Hemisphere, New York, 1980] was used to link pressure and velocity
fields, and a thermally repeated boundary condition was applied in the lateral direction to model the
repeating nature of the geometry. The numerical results for apparent friction coefficient and convective
thermal resistance at the channel inlet and exit closely matched the experimental data in the literature
for the case of 0.32 aspect ratio. Apparent friction coefficients were found to increase linearly with Rey-
nolds number. Inlet and outlet thermal resistance values monotonically decreased with increasing Rey-
nolds number and increased with aspect ratio.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Over two and a half decades ago, microchannels emerged as a
potential solution for dissipating thermal energy from densely
packed integrated circuitry. Proposals and research indicated that
high heat fluxes could be dissipated by a fluid passing through
microchannels that offer an increased surface area to volume ratio.
In the early 1980s, Tuckerman and Pease [2] reported that a micro-
channel heat sink could dissipate as much as 790 W/cm2 with a
71 �C mean fluid temperature rise. Because of increasing heat flux
from a higher density of integrated circuitry, there is an increasing
need for more research into microchannel design, performance,
and application.

While some microchannel devices are well understood, a funda-
mental understanding of the thermal and hydraulic performance of
microchannel devices is lacking. Without this detailed knowledge,
cooling microchannels may not be designed for optimum heat
transfer or pressure drop. Not only does this affect the design of
the microchannel device, but this also impacts the design of exter-
nal pumping and thermal management systems.

In this work, fluid flow and heat transfer are modeled for water
flowing in 110 parallel rectangular microchannels etched on a sil-
icon substrate with an 86.6 lm hydraulic diameter and 100 lm
ll rights reserved.

: +1 979 845 3081.
pitch as shown in Fig. 1a–d. The geometries modeled in this study
are similar to the case studied experimentally by Kawano et al. [3].
Five additional aspect ratios ranging from 0.10 to 1.0 were consid-
ered in this work.

Existing experimental data and analytical models for heat trans-
fer and fluid flow sometimes differ greatly from one another, and
sometimes the results are nearly identical [4]. Over the past two
decades, at least a dozen experimental and physical parameters
have been proposed that are thought to have a strong influence
on the performance of these cooling systems [5]. Combining all
of these factors into a viable predictive simulation is a daunting
task. Clearly, widely-accepted theories are needed to explain the
behavior of fluid flow and heat transfer at the micro-scale.

Bontemps [5] explained the usefulness of the Knudsen number
(Kn) as a validity indicator of the continuum hypothesis for fluid in
a channel of specified length. The Knudsen number is the ratio of
the molecular mean free path and the channel characteristic
length.

The mean molecular free path is approximately 8 nm for liquid
water, and the characteristic length of the microchannels for the
present study was 21.7 lm, yielding a value for Kn of 3.7 � 10�4

and clearly justifying a continuum assumption. Fig. 2 illustrates
various fluid flow models with respect to Knudsen number [5].
As shown by the point of interest for liquid water in the Figure,
the Navier–Stokes equations and no-slip boundary conditions ap-
ply to the current work. The same is not true for gas microflows
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Fig. 1. Repeating microchannel geometry showing: (a) top view, (b) three-dimensional cut away of microchannel array, (c) repeating microchannel, and (d) single comp-
utational domain used for simulating entire array.

Nomenclature

Ac channel cross-sectional area, m2

C distance between the bottom of the substrate and the
channel central axis, m

cp specific heat at constant pressure, J/(kg K)
Dh hydraulic diameter, m
f friction factor
h channel height, m
H computational domain height (y-direction), m
k thermal conductivity, W/(m K)
Kn Knudsen number
L channel length, m
Nu Nusselt number
p pressure, Pa
Po Poiseuille number (fRe)
Ps channel perimeter, m
q00 heat flux, W/m2

Re Reynolds number
Rt thermal resistance
S surface along channel perimeter
T temperature, K
Tm mean (bulk) temperature, K

Tw average wall temperature, K
u x-direction velocity component, m/s
~V velocity vector
v y-direction velocity component, m/s
W computational domain width (z-direction), m
w z-direction velocity component, m/s
wc channel width, m
x x coordinate direction
y y coordinate direction
z z coordinate direction

Greek
a channel aspect ratio (w/h)
D length of control volume side, m
l viscosity, N s/m2

q density, kg/m3

Subscripts
app apparent
f fluid
m mean
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Fig. 2. Assumed fluid flow model as a function of Knudsen number (Kn) (adapted from [5]).

5184 J.D. Mlcak et al. / International Journal of Heat and Mass Transfer 51 (2008) 5182–5191
in the same channel size where Kn is 3.24 � 10�3, a value that is in
the range of slip boundary conditions.

Mala and Li [6] reported larger friction factors than predicted
from a reduction of Navier–Stokes, and the difference became lar-
ger with decreasing microtube diameter. These effects were attrib-
uted to an early transition to turbulence and a change in tube
surface roughness. Wu and Cheng [7] measured friction factor
and Nusselt number for laminar water flow in trapezoidal micro-
channels. Surface roughness, hydrophilic properties (solid/liquid
contact angle), and channel geometries were varied. Both friction
factor and Nusselt number were reported to increase linearly with
Reynolds number between Re = 100 and Re = 600, which differs
from fully developed Navier–Stokes and energy equation
predictions.

Several investigators attempt to explain differences between
experimental results and theory. Agostini et al. [8] detailed the
importance of obtaining a very low uncertainty when measuring
the dimensions of mini and microchannels. An example illustrated
that a 3% uncertainty on channel width and height results in a fric-
tion factor uncertainty of 21%. Additional sources of possible
experimental error may include: increased pressure drop due to
singular pressure losses at the entrance and exit of flow manifolds
[8] and hydrodynamic development [9]; excessive thermocouple
junction size (on the order of the channels themselves) [5]; tem-
perature rises in the fluid that are not properly resolvable with
existing thermometry [5]; and trapped gas in liquid microchannel
flows that adversely affect pressure drop (tends to increase) and
Nusselt number (tends to decrease) [10].

In some cases, theoretical predictions closely approximate
experimental results. Xu et al. [11] measured friction factor for
hydraulic diameters ranging from 30 to 344 lm and Reynolds
numbers ranging from 20 to 4000. For this set of experiments, the-
oretical predictions matched the recorded data when error ranges
from experimental uncertainty were considered.

Previously, attempts had been made to validate the experimen-
tal results against hydrodynamically and thermally fully developed
Navier–Stokes and energy equation predictions, but Toh et al. [9]
were among the first to successfully model developing flows and
conjugate heat transfer. Thermal resistances and friction factors
obtained from the numerical results of Toh et al. [9] closely
matched experimental data.

Another numerical study by Fedorov and Viskanta [12] solved
for fluid flow and conjugate heat transfer in three dimensions for
a 57 lm � 180 lm channel using the SIMPLER algorithm [1] with
Reynolds number ranging from 50 to 400. Results were compared
against existing experimental data. Nearly all numerical predic-
tions for friction factor and thermal resistance matched the exper-
imental data when experimental uncertainty was considered.

Bontemps [5] presented a figure that shows Nuexp/Nuclassical and
fexp/fclassical as a function of published year from 1990 to 2004. The
curves in this plot converged toward a value of 1 as the years
approached 2004. Bontemps extrapolated from this result that
classical (Navier–Stokes and energy equations) theories may be
applicable on the micro-scale [5].

The present work differs from that of Fedorov and Viskanta [12]
by using a thermally repeated boundary condition along the z-
boundaries; by using the SIMPLE algorithm instead of the SIMPLER
algorithm [1]; and by obtaining solutions for channels with differ-
ent aspect ratios.

The main objective of this work was to model three-dimen-
sional velocity, pressure, and temperature distributions in a paral-
lel array of microchannels etched on a silicon substrate. Also, a
thermally repeated boundary condition was implemented to mod-
el the repeating microchannel array. Numerical results were com-
pared to available experimental data [3], and channel aspect ratios
between 0.1 and 1.0 of the same hydraulic diameter and pitch were
considered.
2. Model formulation

The case considered in this work is a single-phase forced con-
vective flow of water in an array of parallel microchannels etched
on a silicon substrate. In this problem, the forced convection com-
ponent is large, and since the density of liquid water is roughly
invariant with temperature, at least in the range of interest here,
mixed convection effects were not considered.

The experimental investigation that served as an origin for the
present numerical model was the work of Kawano et al. [3]. The
microchannel device was constructed by etching 110 identical
channels centered onto a 15 mm by 15 mm by 450 lm thick silicon
substrate. Each channel was 57 lm in width and 180 lm in height,
and the pitch of the channels was 100 lm. After the etching, the
channels were covered with a 450 lm thick silicon cover plate
which was etched with holes for connection to the sumps. While
the exact method of cover plate attachment was not documented,
the two silicon pieces were joined by a molecular diffusion tech-
nique [3].

Thin film Fe–Ni thermocouples were created at the inlet and
exit of the device by sputtering. These thermocouples allowed for
measurement of the solid silicon temperature near the channel in-
let and outlet. In this study, measurements from these thermocou-
ples were compared to numerical predictions of temperature in the
solid at the same location.

Kawano et al. [3] controlled water flow by means of a flow me-
ter and a valve for Reynolds number ranging from approximately
50 to 400. A heating device which provided a constant heat flux
of 90 W/cm2 was mated to the side of the microchannel device
opposite the flow inlet.

In the present work, additional microchannel geometries were
considered which had the same number of channels (110) and
pitch. A cross-section of one repeating section of the microchannel



Table 1
Dimensions of channel geometries for cases of different aspect ratio

Aspect ratio a (w/h) Channel height, hv/(lm) Channel width, wc/(lm)

0.10 476 47.6
0.25 217 54.1
0.32 180 57.0
0.50 130 64.9
0.75 101 75.8
1.0 86.6 86.6

The channel length and domain length are 10 mm for all cases of aspect ratio.
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geometry and the associated boundary conditions are illustrated in
Fig. 3. Actual lengths for the different geometries modeled are gi-
ven in Table 1. The experimental geometry of Kawano et al. [3] is
equivalent to the a = 0.32 case in Table 1. Each case listed in the ta-
ble has a hydraulic diameter equal to 86.6 lm. As shown in Fig. 3,
the constant heat flux was applied to the silicon substrate at y = H,
and a thermally insulated condition was applied at y = 0. Although
no insulation was in place at y = 0 during the experiment, this was
the location of a holder, and Kawano et al. assumes that this loca-
tion was thermally insulated [3].

The Navier–Stokes and energy equations were solved for the
geometries listed in Table 1. Flow was considered to be steady,
incompressible, three-dimensional and laminar. Thermo-physical
properties of the solid substrate were treated as constants. Fluid
properties were held constant throughout the computational do-
main, and the values were dependent on average of outlet and inlet
mean fluid temperatures obtained from an energy balance.

The Navier–Stokes, energy, energy source term, and continuity
equations for steady-state, incompressible flows in the absence
of gravitational forces are given in Eqs. (1)–(3), respectively

~V � r q~V
� �

¼ �rpþr � lr~V
� �

; ð1Þ
~V � r qcpT

� �
¼ r � krTð Þ; ð2Þ

q r � ~V
� �

¼ 0: ð3Þ

These equations were solved using the finite volume method
and the SIMPLE algorithm of Patankar [1]

The solution to Eqs. (1)–(3) was dependent upon the application
of boundary conditions, which are graphically depicted in Fig. 3
and are the same for all geometries listed in Table 1. The velocity
boundary conditions were: zero velocity at all y- and z-domain
boundary surfaces; uniform x-velocity for liquid at the channel in-
let according to Eq. (4); zero y- and z-velocities at channel inlet;
and zero velocity in the solid region at x = 0

ujx¼0;fluid inlet ¼
Relfluid

qfluidDh
: ð4Þ

Thermal boundary conditions included: uniform fluid and solid
temperature of 20 �C at the channel inlet; constant heat flux of
90 W/cm2 at y = H for all x and z; thermally insulated at y = 0;
y

Boundary Conditions
Thermally repeated 
Thermally insulated 
Constant heat flux 

Fluid region 
Solid region 

Parameter Value
q”  90 W/cm2

Length  10 mm 
Inlet Temp 20ºC 
Fluid  Water 
C  432 µm 
H  900 µm 
W  100 µm

Note: Drawing not to scale 

x

Fig. 3. Y–Z cross-section and boundary conditions
and a thermally repeated boundary condition at z = 0 and z = W.
The mathematical definition of the thermally repeated boundary
condition is given by Eqs. (5) and (6)

Tz¼0 ¼ Tz¼W ; ð5Þ

�k
oT
oz

� �
z¼0þ
¼ �k

oT
oz

� �
z¼W�

ð6Þ

A thermally repeated boundary condition is one in which the
temperatures at both z-boundaries of the computational domain
are equal, and the heat flux leaving the z = W side of the computa-
tional boundary is equal to the heat flux entering the z = 0 side of
the computational boundary for a fixed value of y. Due to the re-
peated nature of the geometry, heating, and flow conditions the re-
peated thermal boundary conditions prevail in a channel
somewhere in the interior of the array [13]. A channel subjected
to such a thermally repeated condition in the cross-stream direc-
tion was the focus of this work.

The basic channel and solid dimensions for the case of a = 0.32
were similar to those used to validate Fedorov and Viskanta’s code
[12]. Fedorov and Viskanta simulated a different geometry in
which the fluid channel was centered in the computational domain
and the insulated boundary condition was applied in the repeating
direction contrasting to the thermally repeating boundary condi-
tion of the present study. The implementation of a thermally re-
peated boundary condition differs from the non-thermally
repeating cases by using a cyclic line-by-line solving algorithm
known as the cyclic tri-diagonal matrix algorithm (CTDMA),
whereas normal line-by-line solvers use a tri-diagonal matrix algo-
rithm (TDMA).
q”

wc
z

H

W

h

h/2

C

for the rectangular microchannel under study.
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The numerical solution was not dependent upon the conditions
at the outflow boundary, and no information was carried from the
outflow boundary into the computational domain. The assumption
was made that the flow was hydrodynamically and thermally fully
developed at the channel outlet, which is considered valid due to
the large value of the channel length to hydraulic diameter ratio
(115).

The conjugate heat transfer problem was solved by including
the solid and liquid regions in the computational domain for tem-
perature, pressure, and velocity. The solid region was given an arbi-
trarily large viscosity value to effectively drive the velocity in the
region to a near-zero value, and the thermal conductivity in the so-
lid region was equal to the temperature-invariant thermal conduc-
tivity of the solid material.

The average of the inlet and outlet mean fluid temperatures was
used to determine fluid properties. The outlet temperature was cal-
culated from an energy balance within the computational domain,
as shown in Eq. (7).

Tjx¼L ¼
q00LW

qhwcpujx¼0
þ Tjx¼0 ð7Þ

Other than the high viscosity value, the only property that dif-
fered in the solid versus the fluid regions was the thermal conduc-
tivity. The thermal conductivity used in the solid was 148 W/mK
for single crystal silicon.

The convergence of the code was declared when the residuals
for pressure, temperature, and the three coordinate velocities
Table 2
Tabulated results of the grid independence study

Case X Y Z Number of nodes

1 100 44 8 35200
2 105 54 9 51030
3 110 60 11 72600
4 115 70 13 104650
5 120 84 15 151200
6 123 90 16 177120
7 125 105 17 223125
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Fig. 4. Comparison of present computational results of apparent friction
reached arbitrarily small epsilon values of 10�5, 5 � 10�8, and
10�7, respectively.

3. Grid independence

The code was validated by comparing fully developed fRe and
Nu values to the analytical solutions of Shah and London [14].
Eqs. (8)–(12) provide definitions for fRe, fappRe, Nu, mean wall tem-
perature Tw,m, and mean fluid temperature, Tm. After the validation
tests were performed, the cases shown in Table 1 were modeled

Po ¼ f � Re ¼ 2D2
h

umlfluid

op
ox
; ð8Þ

Poapp ¼ fapp � Re ¼ 2DpD2
h

umLlfluid
; ð9Þ

Nu ¼ q00Dh

kfluidðTw;m � TmÞ
; ð10Þ

where

Tw;mðxÞ ¼
1
Ps

Z
S

Twðy; zÞdS; ð11Þ

TmðxÞ ¼
1

umAc

Z
A

uðy; zÞTðy; zÞdydz: ð12Þ

Since exact solutions were not known for each of these cases, it
was important to perform a grid independence study for the high-
est Reynolds number in the worst geometry scenario. The aspect
% diff fappRe % diff Rt,outlet % diff

80.397 7.164 � 10�2

44.97 82.504 2.62 7.191 � 10�2 0.368
42.27 83.791 1.56 7.203 � 10�2 0.175
44.15 84.674 1.05 7.218 � 10�2 0.197
44.48 85.702 1.21 7.232 � 10�2 0.201
17.14 86.020 0.371 7.237 � 10�2 0.0622
25.97 86.051 0.0360 7.231 � 10�2 0.0801

250 300 350 400 450

e

coefficient with the experimental data of Kawano et al. [3], a=0.32.
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ratio of 0.10 was chosen to be the worst case geometry because it
has the largest cross sectional flow area and because of large veloc-
ity gradients in the narrow z-direction of the channel. The values of
two variables were monitored to declare grid independence. The
fappRe value as defined in Eq. (9) was used to monitor behavior of
the velocity and pressure fields for the entire channel length, and
the outlet thermal resistance value, Rt, outlet, as defined by Eq.
(13) was used to monitor the behavior of the temperature field

Rt;outlet ¼
Tw;outlet � T f ;inlet

q00
: ð13Þ

The thermal resistance of Eq. (13) is basically a sum of the con-
duction and convection thermal resistances. For a case of constant
thermal conductivity in the substrate and variable flow rate, a low
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Fig. 5. Comparison of present computational results of convective thermal resistance wi
the channel inlet.
thermal resistance value indicates a high convection coefficient be-
tween the substrate and the fluid. Conversely, high thermal resis-
tance indicates relatively weak convective transport. The thermal
resistance is also an indicator of maximum substrate temperature
since the wall temperature at y = H is used at the channel outlet,
which is the location of the maximum substrate temperature.

For the case of constant flow rate and variable thermal conduc-
tivity in the substrate, a low thermal resistance indicates a high
substrate thermal conductivity due to small temperature gradi-
ents, implying a relative insensitivity to fluid temperature. A high
value of thermal resistance means that the substrate acts as an
insulator (i.e., low k) indicating a significant difference between in-
let fluid temperature and substrate temperature at the channel
exit.
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Seven different non-uniform grid sizes were used in the grid
independence study, and the results are shown in Table 2. Accord-
ing to the results, one can see that the percent differences between
cases 5, 6, and 7 were very small. Therefore, case 5 was declared as
grid independent.

Values of Dx, Dy, and Dz for case 5 were used to solve all of the
other geometries of different aspect ratio. The first 100 nodes with-
in the first 4 mm used a constant Dx value, and after the first 4 mm,
Dx increased at a rate of 16% per node until the channel exit was
encountered. Smaller control volumes were used in the first
4 mm so that all entry length effects are simulated correctly. The
values of velocity, pressure gradient, and temperature gradient
were constant after the entry region, so a coarser grid was used.
Furthermore, velocities were zero within the solid region and tem-
perature gradients were small compared to those in the fluid re-
gion justifying the use of a coarse grid in the solid region as well.
Each solid control volume bordering the fluid region was given
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Fig. 6. Pressure drop data: (a) apparent friction factor versus Reynolds number for variou
microchannels.
the same size as those in the fluid region so that accurate temper-
ature and velocity gradients would be obtained. In case 5, ten solid
control volumes were used in the y-direction and 5 solid control
volumes were used in the z-direction.

4. Results and discussion

The basic equations were solved in a FORTRAN code using the
SIMPLE algorithm [1] that solved for u, v, and w velocity fields,
pressure field, and temperature field in three dimensions. The code
was developed to solve these fields for each of the geometries
listed in Table 1 as Reynolds number was varied between 50 and
400. Other values such as friction coefficient, mean temperature,
and thermal resistance were calculated once the converged veloc-
ity, pressure, and temperature fields were obtained.

Another objective of this work was to compare the apparent
friction coefficient and thermal resistance values obtained from
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J.D. Mlcak et al. / International Journal of Heat and Mass Transfer 51 (2008) 5182–5191 5189
the computational results with available experimental data [3].
Equations for apparent friction coefficient and outlet thermal resis-
tance are given by Eq. (9) and (13), respectively. The equation for
inlet thermal resistance is given by Eq. (14), where Tw,inlet is de-
fined as the substrate temperature at y = H at the channel inlet.

Rt;inlet ¼
Tw;inlet � T f ;inlet

q00
: ð14Þ

As the outlet thermal resistance is an indicator of thermal con-
ductivity and convection coefficient, the inlet thermal resistance
gives the same values on a different scale. For substrates with high
thermal conductivity, Tw,inlet and Tw,outlet will have similar values,
and the inlet and outlet resistances will be similar. Inlet and outlet
resistances will be dissimilar for substrates with low thermal con-
ductivity. Local convection coefficients are larger at the channel in-
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Fig. 7. Comparison of convective thermal resistance values for all cases of aspect
let than at the channel outlet because of entry effects, and the inlet
thermal resistance conveys information about the convection coef-
ficient. When more thermal energy is transferred to the fluid near
the channel entrance, the substrate temperature near the channel
entrance will decrease and the resistance will be lower. If less en-
ergy is transferred to or from the fluid near the channel entrance,
the convection coefficient will be lower, which will increase the
substrate temperature in this region as well as the resistance.

The comparison of apparent friction coefficient values between
the present numerical study and the experimental work of Kawano
et al. [3] is shown in Fig. 4. The comparison shows satisfactory
agreement when experimental uncertainty is considered. The
uncertainty range of these data was between 12% and 15%. In the
range of Reynolds number studied, the variation of apparent fric-
tion coefficient was linear. This result differed from the fully devel-
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oped friction factor which is often used as a basis of comparison for
laminar flows in microchannels. For the geometry considered, the
fully developed flow friction coefficient was 69.2 [14], which does
not match the data for Reynolds number above 250. Experimental
data that do not match the fully developed flow friction coefficient
are sometimes erroneously mistaken as an early transition to
turbulence.

The linear increase of apparent friction coefficient with increas-
ing Reynolds number can be explained by the increasing hydrody-
namic entry length. Throughout the entry region, the flow was not
developed and velocity gradients were large, leading to increased
pressure drop. The increasing length of the entry region with Rey-
nolds number resulted in a higher pressure drop across the chan-
nel. Local friction coefficient values at the channel exit were
equal to the fully developed flow friction coefficient values for all
Reynolds numbers in the laminar regime. It is satisfying to note
that the present numerical results for apparent friction coefficient
are nearly identical to the numerical results of [12,15], for the same
geometry and boundary conditions.

Many experimental investigations of microchannels cited early
transition to turbulence due to increasing friction coefficient with
Reynolds number. For the range of Reynolds number considered,
the entrance length was on the order of 10–20% of the channel
length [14]. For higher Reynolds numbers within the laminar re-
gime, the entrance region could extend beyond the channel length.
This extension would bring about much higher laminar friction
coefficients than those predicted by fully-developed laminar flow
correlations.

Inlet and outlet convective thermal resistances are shown in
Fig. 5. The predictions and experimental data for the resistances
matched quite well when uncertainties were considered. The inlet
thermal resistance differed for low Reynolds number flows, and the
numerical model under-predicted the thermal resistances ob-
tained experimentally. Qu et al. [15] suggested that this difference
could be the result of heat loss to the upstream plenum because
substrate temperatures were higher for low Reynolds number
flows. In addition to the friction coefficient data, the numerically
obtained results for convective thermal resistance in this study
matched those obtained by [12,15] very closely. The thermal resis-
tance values obtained in the present study slightly over-predicted
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Fig. 8. Maximum silicon substrate temperature as a function of
those given by Fedorov et al. [12], whose results tended to fall in
the ranges of the lower error bars shown in Fig. 5a.

As the apparent friction coefficient was compared with experi-
mental data for an aspect ratio of 0.32 in Fig. 4, the apparent fric-
tion coefficients for all aspect ratios considered in this study are
given in Fig. 6a. The slope of the fappRe vs. Re lines are nearly iden-
tical for each aspect ratio, and the curves only differ by translating
to a higher fappRe value as the aspect ratio decreases. This makes
intuitive sense because a fluid in a channel of smaller aspect ratio
has higher velocity gradients than in channels with larger aspect
ratios.

Using the data from the pressure fields to compute the apparent
friction coefficients, the pressure drop across a single channel was
determined for each flow rate and geometry. The flow rate per
channel was multiplied by the number of channels in the array
(110), and the system characteristic curves shown in Fig. 6b were
produced. These characteristic curves could be used for selecting
an appropriate pump for flows in the microchannel array.

For a given flowrate, the 0.10 aspect ratio channel had a lower
pressure drop compared to all other channels. This is an important
result because the 0.10 aspect ratio channel had the largest appar-
ent friction coefficient but the lowest pressure drop for a given
flow rate even though all channels had the same hydraulic
diameter.

Fig. 7 shows values for thermal resistance at both the channel
outlet and inlet for all Reynolds numbers and aspect ratios consid-
ered. This figure serves as a useful tool for understanding the var-
iation of substrate temperature as a function of channel geometry
and flow rate. At low flow rates, substrate temperatures can be-
come very high as evidenced by the high values of thermal resis-
tance at low Reynolds number and high aspect ratios. In these
results, thermal resistance values for Re = 50 were not provided
for aspect ratios 1.0, 0.75, and 0.50 because energy balance calcu-
lations indicated that the fluid would reach boiling temperatures.
Boiling of liquid flows in microchannels has been the topic of many
investigations, but it was not considered in the present study.

For high Reynolds numbers, the substrate temperatures became
very close to the liquid inlet temperatures resulting in a low ther-
mal resistance. This allows us to extrapolate that the microchan-
nels can dissipate heat loads larger than 90 W/cm2 for Reynolds
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aspect ratio for Reynolds number ranging from 50 to 400.
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number beyond 400 before substrate temperatures reach very high
values.

Fig. 8 shows the maximum silicon substrate temperature for
each case of Reynolds number and aspect ratio. This is an impor-
tant consideration based on the proximal nature of the maximum
temperature location and the heat source for which the device is
intended. For small aspect ratios, the substrate temperature did
not vary greatly as a function of Reynolds number. Larger aspect
ratio channels had high maximum substrate temperatures for
low values of Re. Increasing Reynolds number beyond 200 did
not have a significant effect on reducing the maximum substrate
temperature for any particular case of aspect ratio.

5. Conclusions

A numerical model was developed which simulated three
dimensional fluid flow and heat transfer in a repeating section of
a microchannel array etched on a silicon substrate. The conjugate
nature of the heat transfer problem added complexity, and a ther-
mally repeated boundary condition was implemented to model the
repeating nature of the geometry. The three dimensional Navier–
Stokes and continuity equations were solved using the SIMPLE
algorithm, and once a converged velocity field was obtained, the
three-dimensional convection–diffusion energy equations were
solved simultaneously in both the solid and fluid regions. Rectan-
gular microchannels with a hydraulic diameter of 86.6 lm were
studied as aspect ratios varied from 0.10 to 1.0 and Reynolds num-
bers ranged from 50 to 400. In this study, the linearly increasing
friction coefficient that was observed between Reynolds numbers
50 and 400 is a result of increased hydraulic entrance length. Fric-
tion coefficient values were also found to monotonically increase
for aspect ratios approaching 0.10. The computational model
developed in this study was validated by comparing friction factor
and thermal resistance results with the experimental data of Kaw-
ano et al. [3] for the aspect ratio of 0.32. Because the solution of the
energy equation was dependent upon velocity fields, the accuracy
of the thermal resistance predictions of the experimental data
lends credibility to both the fluid flow and thermal models. Values
of inlet and outlet thermal resistance decreased for aspect ratios
approaching 0.10, and for the same hydraulic diameter, inlet and
outlet thermal resistances and friction coefficient values changed
very little for aspect ratios larger than 0.50.
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